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ABSTRACT

Thedesignanddevelopmenbf the OpenAgentArchitecture
(OAA)! systemhasfocusedon providing accesgo agent-
basedapplicationsthroughan intelligent, cooperatie, dis-

tributed, and multimodal agent-basediserinterfaces. The
currentmultimodalinterfacesupportsa mix of spokenlan-
guagehandwritingandgestureandis adaptabl¢o theusers

preferencestesourcesand ervironment. Only the primary
userinterfaceagentseedrun onthelocal computerthereby
simplifying thetaskof usinga rangeof applicationsrom a
varietyof platforms especiallfjow-poweredcomputersuch
asPersonabDigital AssistantgPDAs). An importantconsid-
erationin the designof the OAA wasto facilitate mix-and-
match:to facilitate the reuseof agentdn new andunantici-
patedapplicationsandto supportrapidprototypingby facil-

itatingthe replacementf agentdy betterversions.

The utility of the agentsandtools developedaspart of this
ongoingresearcliprojecthasbeendemonstratedy theiruse
asinfrastructuran unrelatedorojects.

Keywords agentarchitecturemultimodal,speechgesture,
handwriting,naturallanguage

INTRODUCTION

A major componenbf our researclon multiagentsystems
is in the userinterfaceto large communitiesof agents.We
have developedagent-basedhultimodaluserinterfacesus-
ing the sameagentarchitectureusedto build the backends
of theseapplications. We describetheseinterfacesandthe
largerarchitectureandoutline someof theapplicationghat
have beenbuilt usingthis architectureandinterfaceagents.
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OVERVIEW OF OPEN AGENT ARCHITECTURE

The OpenAgentArchitecture(OAA) is amultiagentsystem
thatfocuseson supportingthe creationof applicationsrom
agentghat werenot designedo work togethey therebyfa-
cilitating the wider reuseof the expertiseembodiedby an
agent. Part of this focusis the userinterfaceto theseap-
plications,which canbe viewed assupportingthe accesof
humanagentgo the automatedgents Key attributesof the
OAA are

e Open The OAA supportsagentswritten in multi-
ple languagesand on multiple platforms. Currently
supportedanguagesare C, Prolog, Lisp, Java, Mi-
crosofts Visual Basic and Borland's Delphi. Cur
rently supportedlatformsarePCs(Windows 3.1 and
95), SunWorkstationgSolaris1.1and2.x) andSGls.

e Distributed The agentsthat composean application
canrun on multiple platforms.

e Extensible Agentscanbe addedto the systemwhile
it is running,andtheir capabilitieswill becomd@mme-
diately availableto the restof the agents. Similarly,
agentscanbe dynamicallyremoved from the system
(intentionallyor not).

e Mobile: OAA-basedapplicationscanbe run from a
lightweightportablecomputer(or PDA) becausenly
the userinterfaceagentsneedrun on the portable.
They provide theuserwith accesso arangeof agents
runningon otherplatforms.

e Collaborative Theuserinterfaceis implementedvith
agents,andthus the userappeardo be just another
agentto the automatedagents. This greatly simplies
creating systemswhere multiple humansand auto-
matedagentxooperate.

e Multiple Modalities Theuserinterfacesupportdand-
writing, gestureandspokerlanguagen additionto the
traditionalgraphicaluserinterfacemodalities.



e Multimodal Interaction: Userscan entercommands
with a mix of modalities for example,a spokencom-
mandin whichtheobjectto beactedonis identifiedby
apengesturgor othergraphicalpointingoperation).

The OAA hasbeeninfluencedby work beingdoneas part
of DARPA’s 13 (Intelligent Integrationof Information)pro-
gram(http://isx.com/puli3) andKnowledgeSharingEffort
(http://www-ksl stanford.edhowledge-sharing{13].

THE USERINTERFACE

The User Interface Agent

The userinterfaceis implementedvith a setof agentsthat
have at their logical centeran agentcalled the User Inter-
face (Ul) Agent The User Interface Agent manageghe
various modalitiesand appliesadditional interpretationto
thoseinputsasneeded Our currentsystemsupportspeech,
handwritingand pen-basedyesturesn additionto the con-
ventionalkeyboardand mouseinputs. When speechinput
is detectedthe Ul Agentsendsa commandto the Speech
Recognitioragento procesgheaudioinputandto returnthe
correspondingext. Threemodesare supportedor speech
input: open microphone push-to-talk and click-to-start-
talking. Spokenand handwritteninputs can be treatedas
eitherraw text, or interpretedby a naturallanguageunder
standingagent.

Thereare two basicstylesof userinterface. The first style
parallelsthetraditionalgraphicaluserinterface(GUI) for an
application:Theuserselectsanapplicationandis presented
with awindow thathasbeendesignedor theapplicationm-
plementedy thatagentandthatis composeaf thefamiliar
GUI-styleitems.In thisstyleinterfacetheapplicationis typ-
ically implementedasa primary agent,with which the user
interactsanda numberof supportingagentshatareusedby
the primary agent,and whoseexistenceis hiddenfrom the
user Whentext entryis neededthe usermayusehandwrit-
ing or speechnsteadof the keyboard,andthe penmay be
usedasan alternatve to the mouse. Becausdhe Ul Agent
handlesall the alternatemodalities the applicationsareiso-
lated from the detailsof which modalitiesare being used.
This simplifiesthe designof the applicationsandsimplifies
addingnew modalities.

In the secondbasicstyle of interface,not only is thereno
primary agent,the individual agentsare largely invisible to
theuser andtheusers requestsnayinvolve the cooperatie
actionsof multiple agents. In the systemswe have imple-
mented this interfaceis basedon naturallanguaggfor ex-
ample,English),andis enteredwith eitherspeechor hand-
writing. Whenthe Ul Agent detectsspeechor pen-based
input, it invokesa speechrecognitionagentor handwriting
recognitionagent,andsendgshetext returnedby thatagent
to anaturallanguagainderstandinggentwhich producesa
logical formrepresentatioof theusersrequestThislogical

form is thenpassedo a Facilitator agent,which identifies
the subtasksaand deleyatesthemto the appropriateapplica-
tion agentsFor example,in our Map-basedouristInforma-
tion applicatiorfor thecity of SanFranciscotheusercanask
for the distancebetweera hotelandsightseeinglestination.
The locationsof the two placesarein differentdatabases,
whicharemanageday differentagentsandthedistancecal-
culationis performedby yetanotheragent.

Thesedwo basicstylesof interfacesanbecombinedn asin-
gle interface.In our Office Assistantapplication the useris
presenteavith auserinterfacebasedntheRoomsametaphor
and is able to accesscornventional applicationssuch as e-
mail, calendaranddatabasem the familiar manner In ad-
dition thereis asubwindav for spokeror writtennaturallan-
guagecommandshatcaninvolve multiple agents.

A major focus of our researchis multimodal inputs, typi-

cally a mix of gesture/pointingvith spokenor handwritten
languageTheUl agentmanagesheinterpretatiorof thein-

dividual modalitiesandpasseshe resultsto a Modality Co-

ordination agent,which returnsthe compositequery which

is then passedo the Facilitator agentfor delegationto the
appropriateapplicationagentqdescribedn subsequergec-
tions).

SpeechRecognition

We have used different speechrecognition systems,sub-
stituting to meet different criteria. We use researchsys-
tems developedby anotherlaboratoryin our organization
(http://www-speech.sri.com[3] andby acommerciakpin-
off from thatlaboratory’ We arecurrentlyevaluatingother
speechrecognizersand will createagentsto interfaceto
their applicationprogrammingnterfaceqAPIs) if they sat-
isfy therequirementgor new applicationseingconsidered.

Natural LanguageUnderstanding

A major advantageof usingan agent-basearchitectures
thatit provides simple mix-and-matchHor the components.
In developingsystemswe have usedthreedifferentnatural
languag&NL) systemsasimpleone,basedn PrologDCG
(Definite ClauseGrammar)thenanintermediateone,based
on CHAT [16], andfinally, our mostcapableesearclisystem
GEMINI [6, 7]. Theability to trivially substituteonenatural
languagegentor anothethasbeenvery usefulin rapidpro-
totyping of systems.The DCG-basedagentis usedduring
the early stageof developmentbecausgrammarsareeas-
ily writtenandmodified.Writing grammardgor the moreso-
phisticated\L agentgequiresmoreeffort, but providesbet-
ter coverageof thelanguagehatrealusersarelikely to use,
andhencewe typically delayupgradingto the moresophis-
ticatedagentsuntil theapplicationcrossegertainthresholds
of maturityandusage.

10penAgent Architectureand OAA aretrademarkof SRI International. Other brandnamesand productnameshereinare trademarksand registered
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Pen Input

We have foundthatincludinga penin the userinterfacehas
several significantadwantages First, the gestureghat users
employwith apen-basedystemaresubstantiallyicherthan
thoseemployedy otherpointingandtrackingsystemge.g.,
a mouse). Second,handwritingis an importantadjunctto
spokenlanguage. Speechrecognizergincluding humans)
canhave problemswith unfamiliarwords(e.g., new names).
Userscanusethe pento correctmisspelledwords, or may
even anticipatethe problem and switch from speakingto
handwriting. Third, our personalexperienceis that when
a personwho hasbeenusinga speech-and-gestuieerface
facesan ernvironmentwherespeechs inappropriatereplac-
ing speectwith handwritingis morenatural.

Using 2D gesturesn the human-computeinteractionholds
promisefor recreatinghe pen-and-papesituationwherethe
useris ableto quickly expressvisual ideaswhile sheor he
is usinganothemodality suchasspeech.However, to suc-
cessfullyattaina highlevel of human-computerooperation,
the interpretationof on-line datamustbe accurateandfast
enoughto give rapidandcorrectfeedbacko theuser

The gestures-recognitioengineusedin our applicationis
fully describedn [9] astheearlyrecognitionprocessThere
is no constrainton the numberof strokes. The latesteval-
uationsgave betterthan 96% accurag, andthe recognition
was performedin lessthan half a secondon a PC 486/50,
satisfyingwhatwe judgeis requiredin termsof quality and
speed.

In mostapplicationsthisenginesharependatawith ahand-
writing recognizer The useof the samemediumto handle
two differentmodalitiesis a sourceof ambiguitiesthat are
solved by a competitionbetweenboth recognizersn order
to determinewhetherthe userwrote (a sentencer a com-
mand)or produceda gesture. A remainingproblemis to
solve a mixed input (the userdravs andwrites in the same
setof strokes).

The main strengthof the gesturegecognitionengineis its
adaptabilityandreusability It allowsthe developerto easily
definethe setof gesturesaccordingto the application.Each
gestureis actually describedwith a setof parametersuch
asthenumberof directions,a brokensegment,andsoforth.
Adding a new gestureconsistf finding the descriptionfor
eachparameterlf aconflictappearsvith anexisting object,
thediscriminationis doneby creatinga new parameterFor
a givenapplication,asfew asfour parametersiretypically
requiredto describeanddiscriminatethe setof gestures.
We canuseary handwritingrecognizeccompatiblewith Mi-
crosofts PenWndows 3

Modality Coordination Agent
Ourinterfacesupportsarich setof interactiondbetweemat-

urallanguagd€spokenwritten, or typed)andgesturinge.g.,
pointing, circling)—muchricher thanthat seenin the put-

that-thee systemsDeicticwords(e.g,, this,them,her) can
be usedto referto mary classef objects,andalsocanbe
usedto referto eitherindividualsor collectionsof individu-
als.

The Modality Coordination(MC) agentis responsiblefor

combiningtheinputsin thedifferentmodalitiesto producea

singlemeaninghatmatchesheusersintention.It is respon-
siblefor resolvingreferencedfor filling in missinginforma-
tion for anincomingrequestandfor resolvingambiguities
by usingcontets, equivalenceor redundany.

Takinginto accountontetsimpliesestablishing hierarchy
of rulesbetweerthem. Theimportanceof eachcontet and
thehierarchymayvary duringa singlesessionln theactual
system,missinginformationis extractedfrom the dialogue
contet (no graphicalcontet or interactioncontext).

Whenthe usersays“Show methe photo of this hotel” and
simultaneouslyointswith the pento a hotel,the MC agent
resolesreferencedvasedon thatgesture.lf no hotelis ex-
plicitly indicated,the MC agentsearcheshe corversation
context for an appropriatereferencgfor example,the hotel
may have beenselectedby a gesturein the previous com-
mand). If thereis no selectechotel in the currentcontext,
the MC Agentwill wait a certainamountof time (currently
2 to 3 secondspefore askingthe userto identify the ho-
tel intended. This shortdelayis designedo accommodate
differentsynchronization®f speechand gesture:different
users(or a singleuserin differentcircumstancesnay point
before,duringor justafterspeaking.

In anotherexample, the usersays“Show me the distance
fromthe hotelto here” while pointing at a destination.The
previousquerieshaveresultedn asinglehotelbeingfocused
upon,andthe MC agentresolhes“the hotel” from this con-
text.* Thegesturgrovidesthe MC agentwith thereferentof
“here”. Processingheresultingquerymayinvolve multiple
agents for example,the location of hotelsand sightseeing
destinationsnay well bein a differentdatabasesndthese
locationsmay be expressedn differentformats, requiring
anotheragentto resole the differencesand then compute
thedistance.

Flexible Setsof Modalities

The OAA allows the user maximum flexibility in what
modalitieswill be used. Sometimesthe userwill be on

a computerthat doesnot supportthe full rangeof modali-

ties (e g, no penor handwritingrecognition). Sometimes,
the users ervironmentlimits the choiceof modalities,for

example,spokencommandsare inappropriaten a meeting
wheresomeoneelseis speakingwhereasn a moving ve-

hicle, speechs likely to be morereliablethanhandwriting.
And sometimestheusers choiceof modalitiesis influenced
by thedatabeingentered14].

With this flexibility , the telephonehasbecomeour low-end
userinterfaceto the system. For example,we canusethe

30ur preferredrecognizeis Handwriterfor Windowsfrom CommunicatiorintelligenceCorp (CIC) of RedwoodCity, CA.
4Userfeedbackaboutwhichitemsarein focus(contextually)is providedby graphicallyhighlightingthem.



telephondo checkonourappointmentsandwe usethetele-
phoneto notify us of the arrival and contentof important
e-mailwhenwe areaway from our computers.
Thisflexibility hasalsoprovenquiteadwvantageous accom-
modatinghardwareailure. For example,moving the PCfor
one demonstratiorof the systemshookloosea connection
on thevideo card. The Ul agentdetectedhat no monitor
was present,and usedthe text-to-speechagentto generate
the outputthatwasnormallydisplayedyraphically

In anotheprojectsdemonstratioiCommandalk), thedes-
ignatedcomputerwasnonfunctional,andan underpavered
computeradto be substituted Usingthe OAA’s innateca-
pabilities, the applications componentavere distributedto
other computerson the net. However, the applicationhad
beendesignedandtestedusingthe microphoneon thelocal
computerandthe substitutehadnone. The solutionwasto
addthe Telephoneagentthathadbeencreatedor otherap-
plications: it automaticallyreplacedthe microphoneasthe
inputto thespeeclrecognizer

Learning the System

One of the well-known problemswith systemsthat utilize

naturallanguages in communicatingo the userwhat can
and cannotbe said. A goodsolutionto this is an openre-
searchproblem. Our approachhasbeento usethe design
of the GUI to helpillustratewhatcanbe said: All the sim-
ple operationscanalsobe invokedthroughtraditional GUI

items,suchasmenusthatcover muchof thevocatulary.

OAA AGENTS
Overview

OAA agentscommunicatewith eachotherin a high-level
logical languagecalledthe InterageniCommunicatiorL_an-
guage(ICL). ICL is similar in style andfunctionalityto the
KnowledgeQueryandManipulationLanguagg KQML) of
theDARPA KnowledgeSharingeffort. Thedifferencesrea
resultof ourfocusontheuserinterface:CL wasdesignedo
becompatiblewith the outputof our naturallanguageinder
standingsystemstherebysimplifying transforminga users
gueryor commandnto onethatcanbe handledby theauto-
matedagents.

We have developedin initial set of tools (the Agent De-
velopmentToolkit) to assistin the creationof agents[11].
Thesetoolsguidethedeveloperthroughthe processandau-
tomatically generatecodetemplatedrom specificationgin
the style of variouscommercialCASE tools). Thesetools
areimplementedas OAA agentsso they caninteractwith,
andbuild upon,existing agents.The commonagentsupport
routineshave beenpackagedss libraries, with coordinated
librariesfor thevariouslanguageshatwe support?
Thesetools supportbuilding both entirely nev agentsand
creatingagentsrom existing applicationsjncluding legag
systems.Theselatter agentsare called wrappers(or trans-
ducers)they convertbetweerCL andtheapplicationsAPI

(or otherinterfaceif thereis no API).

The Facilitator Agent

In the OAA framework, the Facilitator agentsplay a key
role. Whenanagentis addedto the application,it registers
its capabilitieswith the Facilitator. Part of this registration
is the naturallanguagevocahulary that canbe usedto talk
aboutthe tasksthat the agentcan perform. Whenan agent
needswork doneby otheragentswithin the application,it
sendsa requesto the Facilitator, which thendelegatesit to
an agent,or agentsthat have registeredthat they canhan-
dle the neededasks. The ability of the Facilitator to han-
dle compl requestdrom agentsis an importantattribute
of the OAA design. The goalis to minimize the informa-
tion and assumptionshat the developermustembedin an
agent,therebymakingit easierto reuseagentsin disparate
applications.

The OAA supportsdirect communicatiorbetweenapplica-
tion agentsput this hasnot beenheavily utilized in ourim-
plementationdecauseur focushasbeenon aspectof ap-
plicationsin whichtherole of the Facilitatoris crucial. First,
we areinterestedn userinterfaceghat supportinteractions
with the broadercommunityof agentsandthe Facilitatoris
key to handlingcomplex queries. The Facilitator (and sup-
porting agentshandlethe translationof the users modelof
thetaskinto thesystemmodel(analogouso how naturallan-
guageinterfacego databaseblandletransformingheusers
modelinto the databasea’'schemas)Secondthe Facilitator
simplifiesreusingagentsin new applications.If a commu-
nity of agentds assembledsingagentsacquiredrom other
communities thoseagentscannotbe assumedo all make
atomicrequestghatcanbe handledby otheragents:simple
requestsn oneapplicationmaybeimplementedy acombi-
nationof agentsn anotherapplication.The Facilitatoris re-
sponsibldor decomposingomple requestandtranslating
the terminologyused. This translationis typically handled
by delggatingit to anotheragent.

In the OAA, the Facilitatoris a potentialbottleneckif there
is a high volumeof communicatiorbetweertheagents Our
focus hasbeenon supportinga naturaluserinterfaceto a
very large communityof intelligentagentsandthis environ-
mentproduceselatively low volumethroughthe Facilitator.
In the Commanda@lk application(discussedater), the mul-
tiagentsystemis actuallypartitionedinto two communities:
the userinterfaceandthe simulator The simulatorhasvery
high volumeinteractionanda carefully craftedcommunica-
tion channelandappearsasa singleagentto the Facilitator
andthe userinterfaceagents.

Triggers

In anincreasingvariety of corventionalapplicationsusers
can set triggers (also called monitors, daemonsor watch-
dogs)to take specificaction whenan event occurs. How-
ever, the possibleactionsare limited to thoseprovided in

5A releaseof aversionof this softwareis planned Theannouncemetwill appeaion http://www.ai.sri.comioaal.



that application. The OAA supportstriggersin which both
the conditionandactionpartsof arequestancover thefull
rangeof functionalityrepresentetly theagentsdynamically
connectedo the network.

In apracticalreal-worldexample oneof theauthorssuccess-
fully usedagentriggersto find anew home.Thelocal rental
housingmarketis very tight, with all desirableofferingsbe-
ing takenimmediately Thus,you needto be amongthe first
to respondto a new listing. Several of the local newvspa-
persprovide on-line versionsof their adwertisementdefore
the printedversionsare available, but thereis considerable
variability in whenthey actuallybecomeaccessibleTo au-
tomatically checkfor suitablecandidatesthe authormade
the following requesto the agentsystem: “When a house
for rentis availablein Menlo Park for lessthan 1800dol-
lars, notify meimmediately This naturallanguagerequest
installeda trigger on an agentknowledgeableaboutthe do-
main of World Wide Web sourcedor houserentallistings.
At regularintenvals,theagentinstructsa Webretrieval agent
to scandatafrom threeon-line newvspaperdatabaseswWhen
an adwertisemenimeetingthe specifiedcriteriais detected,
a requestis sentto the Facilitator for a notify actionto be
delegatedto the appropriateotheragents.

The notify actioninvolvesa comple seriesof interactions
betweerseveralagentscoordinatedy theNotify andFacil-
itator agents. For example,if the useris in a meetingin a
conferencaoom, the Notify agentfirst determineshis cur
rentlocationby checkinghis calendaf(if nolisting is found,
thedefaultiocationis his office,whichis foundfrom another
database)The Notify agentthenrequestxontactinforma-
tion for the conferenceroom, and finds only a telephone
number Subsequentequestreatea spokenversionof the
adwertisemengandretrieve theusers confirmationpassword.
When all requiredinformationis collected,the Facilitator
contactghe Telephoneagentwith arequesto dial thetele-
phone,askfor the user confirm his identity with password
(enteredby TouchTone),andfinally playthemessageOther
media,including FAX, e-mailandpager canbe considered
by the Notify agentf agentdor handlingtheseserviceshap-
pento be connectedo the network.

DISTRIBUTED SYSTEMS
Multiple Platforms

The OAA applicationsthat we have implementedrun on a

variety of platforms, and the exact location of individual

agentsis easily changed. We currently supportPCs (Win-

dows 3.1 and 95) and Sunand SGI workstations. Our pri-

mary user interfaceplatform is the PC, partly becausat

currentlyoffers bettersupportfor pen-based¢omputingand
partly becausef our emphasi®n providing userinterfaces
on lightweight computergportablePCsand PDAs in near
future). PCsalsohave the advantageof mass-markeGUI-

building packagesuchasVisualBasicandDelphi. A lesser
versionof the userinterfacehasbeenimplementedinderX

for UNIX workstations.

Evenwhenthe Ul is on a PC, someof the agentsn the Ul
packagearerunningelsavhere.Our preferredspeechrecog-
nizerrequiresaUNIX workstation andour naturallanguage
agentsand Modality Coordinationagenthave beenwritten
for UNIX systems.

Mobile Computing

We view mobilecomputingnotonly aspeoplemoving about
with portablecomputerausingwirelesscommunicationbut
alsopeoplemoving betweercomputers.Today's usermay
have a workstationin his office, a personalcomputerat
home,and a portableor PDA for meetings. In additional,
whenthe usermeetswith managementolleaguesandcus-
tomers(“customers”in the broadsenseof the peoplewho
requirehis services)their computeramay be differentplat-
forms. Fromeachof theseervironmentstheusershouldbe
ableto accessis dataandrun his applications.

The OAA facilitatessupportingmultiple platformsbecause
only the primaryuserinterfaceagentseedto berunningon
thelocal computertherebysimplifying the problemof port-
ing to new platformsandmodalitydevices. Also, sinceonly
a minimal setof agentsneedto be run locally, lightweight
computergportablesPDA, andoldersystemshave there-
sourceneededo be ableto utilize hearyweight, resource-
hungryapplications.

COLLABORATION

Oneof themajoradwantage®f having anagent-baseihter-
faceto a multiagentapplicationis thatit greatly simplifies
theinteractiondetweerthe userandthe application:appli-
cation agentsmay interactwith a humanin the sameway
they interactwith ary otheragent.

This adwantageis readily seenwhenbuilding collaboratve
systems. Perhapghe simplestform of collaborationis to
allow usergo sharenput andoutputto eachother’sapplica-
tions. This form of cooperatioris inherentin the designof
the OAA: it facilitatesthe interoperatiorof softwaredevel-
opedby distributed communities especiallydisparateuser
communitiegdifferentplatforms,differentcorventions).
We arecurrentlyintegratingmoresophisticatedtylesof col-
laborationinto the OAA framewvork, usingthe synchronous
collaboratye technology[5] built by anothergroup within
our organizationIn theresultingsystemshumansancom-
municatewith agentsagentanwork with otherautomated
agents,and humanscaninteractin realtimewith other hu-
mansusers.

APPLICATIONS AND REUSE

Two applications, the Office Assistantand Map-based
Tourist Informationhave beenthe primary experimentalen-

vironmentsfor this researclproject. The agentarchitecture
and the specificagentsdevelopedon this researchproject
have provedto besousefulthatthey arebeingusedby anex-

pandingsetof otherprojectswithin our organization.These
otherinternalprojectsarehelpingusimprove the documen-



tationandpackagingf ourtoolkitsandlibraries,andwe are
hopingto releasea versionin the nearfuture.

Someof the projectsadoptingthe OAA have beenmotivated
by the availability of variousagentsespeciallythe userin-

terfaceagents. Someprojectshave gonefurther and used
the OAA to integratethe major softwarecomponentdeing
developedonthoseprojects.

Office Assistant

The OAA hasbeenusedas the framewvork for a number
of applicationsin several domainareas. In the first OAA-
basedsystem,a multifunctional“office assistant” fourteen
autonomousgentsprovide information retrieval and com-
municationservicedor agroupof coworkersin anetworked
computingervironment([4]). This systemmakesuseof a
multimodaluserinterfacerunningonapen-enablegortable
PC,andallowsfor theuseof atelephoneo give spokercom-
mandsto the system. Servicesare provided by agentsrun-
ning on UNIX workstationsmary of whichwerecreatedy
providing agentwrapperdor legag/ applications.

In atypicalscenarioagentswvith expertisein e-mailprocess-
ing, text-to-speechranslation,notification planning,calen-
daranddatabasaccessandtelephonecontrol cooperatdo
find auserandalerthim or herof animportantmessageThe
office assistansystemprovidesa compellingdemonstration
of how new servicescanarisefrom the synepgistic combi-
nationof the capabilitiesof componentshatwereoriginally
intendedto operatein isolation. In addition, as described
earlier it demonstratethe combinationof two basicstyles
of userinteraction— onethatdirectly involvesa particular
agentasthe primary point of contact,and one that anory-
mouslydeleggatesequestacross collectionof agents— in
awaythatallowstheuserto switchfreely betweerthetwo.
In the interfacefor this system,the initial screenportrays
an office, in which familiar objectsare associatedavith the
appropriatéunctionality, asprovidedby someagent.For in-
stanceclicking onawall clock bringsup a dialoguethatal-
lowsoneto interactwith thecalendaagent(thatis, browsing
andeditingone’s appointments)In this style of interaction,
even thoughthe calendaragentmay call on otheragentsn
respondingo somerequestjt hasprimaryresponsibilityin
thatall requestshroughthatdialoguearehandledby it.

The alternatve style of interactionis onein which the user
might speak‘Where will | be at 2:00 this afternoon?”. In
this case,the deleggation of the requestto the appropriate
agents— which is doneby the UserlInterfaceagentin con-
cert with a Facilitator agent— reflectsa style that is less
directandmoreanorymous.

Map-basedTourist Information

In anumberof domainsaccesso informationcanvery natu-
rally be organizedarounda map-basedhterface.ln creating
suchinterfacedor several differentsystemswe have found

the agent-basedpproacho multimodality to be extremely
useful. In thesesystemsall the componentsharea com-
mon interface—themap—andthe fact that thereare mary
agentds entirelyinvisible to theuser

Oneexampleis a map-basedystemto provide touristinfor-
mationaboutSanFrancisco.Request&xpressedn a vari-
ety of modalitiescancontrolthe scrollingandzoomlevel of
the map,retrieve informationaboutlocationsanddistances,
displayhotelsor attractionaneetinga users preferencespr
presentetailedinformationin a variety of mediaaboutpar
ticularhotelsor attractionsWhereappropriatethisinforma-
tion is derivedandupdatedegularly from WWW sources.

Map-basednterfacegrovide a rich settingin which to ex-
plorethecoordinatiorof gesturewith speectandtraditional
GUI modalities. The touristinformation systemaccommao-
datesthe useof a variety of familiar pen gesturessuchas
circling objectsor regions,draving arrons, X'ing positions
or objects,and striking out objects. Dependingon contet
andtiming considerationg;equestganbe derivedfrom sin-
gle gesturesmultiple gesturesnterpretediogethey spoken
or handwritteninput, point-and-click,or somecombination
of theseoperations.

For example anarrav dravn acrossa mapfrom right to left
(which itself is recognizedrom two or threepenstrokes)is
interpretedasa requestto scroll the map. The sameeffect
maybeachievedby speakind'scroll left” . Displayof hotels
canbe obtainedby writing or speaking‘Show hotels”, or,
perhaps;'Show hotelswith a pool”. The distancebetween
two objectsor locationsmay be obtainedby circling, X’ing,
or clicking on eachof them,andthendrawing a straightline
betweerthem. Alternatively, onecanspeak‘Show the dis-
tancefrom here to here”, while selectingtwo locations,or
onecanwrite “distance” eitherbeforeor after selectingwo
objects.

This system,and the organizationof the input recognition
agentsjs describedn detailin [2]. A relatedsystemis de-
scribedin [15].

CommandTalk

Commanddlk, a systemin quite a differentdomainthan
tourism, was able to make use of the sameapproachto
the map-basedhtegrationof speectwith othermodalities®
In the Commanddlk system currentlyinstalledat the Ma-
rine CorpsAir GroundCombatCenterat TwentyninePalms,
CA, acollectionof OAA-enabledagentgrovidesa spoken-
Englishinterfaceto a map-basedimulationof armedforces
[12]. Commandalk hasprovenusefulin providing realism
to scenariosisedin trainingmilitary commandersThe sim-
ulatoris roughly500,000linesof codethatwasprovidedto
the interfacedevelopers. Within 2 weeksof receving the
simulatorcode,they wereableto demonstrata spokenan-
guageinterfaceto the basicfunctionality of the packageby
creatingan agentinterfaceto thatportion of the simulators

6In the caseof Commandlk, gesturehasnot yet beena factor, but therehasbeenan emphasi®n the comprehensie useof speechin combinatiorwith

traditionalGUI modalities.



functionality and then adaptingthe existing userinterface
agentdo thatdomain.After the early prototypehaddemon-
stratedthe utility of the concept,a more extensive analy-
siswasconductedf the taskandthe commandsised,and
more capableprototypeswere developed. One of the sig-
nificantenhancementwasthe replacemendf our simplest
naturallanguagegentDCG-basedyvith our mostsophisti-
cated(basecon GEMINI [6, 7]).

Summarization of Conversation

A systemthat summarizegorversationsprovided a novel
opportunity to use two instancesof a speechrecognition
agent,in conjunctionwith a singleinstanceof atext process-
ing agent([10]). In this systemMIMI, two Japanesspeak-
ersengagen acorversationsuchas,for example aninquiry
aboutroomavailability ata hotel. Eachspeakeis onasepa-
ratemicrophoneandeachmicrophondeedsinto a separate
speechrecognitionagent.Theoutputstream®f theseagents
arebothfedinto atext processinggent,adaptedespecially
for this task. Following the completionof the corversation,
the text processingagentis ableto print out a summaryof
whatwasdiscusse@ndagreedipon.

In constructinghis systemaswith Commandalk, the abil-
ity to reuseandreconfigurepreeisting userinterfaceagents,
in conjunctionwith newnly createdagents,afforded a sig-
nificant savings in systemconstructiontime. The English-
languagespeectrecognizermwas replacedwith a Japanese-
languageversion, and the naturallanguageunderstanding
agenthatgeneratedommandgo therestof the systemwas
replacedby an agentthat analyzedandstoredthe summary
of thecorversation.

Air Travel Information System

Web-basedhterfacesanreadilybeintegratednto anagent-
basedsystem. At the sametime thatthe agentsystemben-
efitsfrom the universalaccessibilityof a Web interface the
HTML paradigmis extendedandstrengthenebly the useof
persisteninterfaceagentso maintainthe stateof asequence
of interactions.

In onesuchsystem userinterfaceagentshave beenusedto
provide a Web/telephonénterfaceto a spokenanguageAir
Travel InformationSystem(ATIS) [1]. In additionto speech
recognitionand naturallanguageunderstandinggentsthis
systeminvolvesatelephoneontrolagentaresponsgener
ation agent,anda UserInterfaceagent. The initial version
wasbasedon HTML. The currentversionusesJa/ato pro-
vide moreincrementafeedbacko theuser’

Multi-r obot Control

SRI'sfamily of mobilerobotshave beenintegratedasagents
within the OAA framevork. As such,robotsmay access,
and be accessedby, existing OAA services,including cor
poratedatabasestext-to-speechgenerationand telephone
interfacesln theRobotCompetitionatthe 1996 AAAI con-

It maybeaccessedt http://www-speech.sri.com/demos/atis.html

ference,OAA’s capabilitieswere usedby the SRI teamto
coordinateheactvities of threerobots. SRIwon the Office
Navigation task,completingit muchfasterthanary of the
othercompetitorqwho wereusingonly singlerobots)[8].
The multimodal map applicationwas minorly modified to
provide monitoringand control of the robotsasthey navi-
gateabuilding. Thescreerdisplaysa blueprint-stylemapof
theareain which therobotsoperateandthe positionsof the
movableobjects(robotsandthe objectsthatthey canmanip-
ulate)areupdatedn realtime.Althoughtheinputmodalities
are the sameas the earlier application(Map-basedTourist
Information),thereare noticeabledifferences First, the in-
puts are predominantlycommandsjnsteadof information
retrieval (queries),Secondsomepengesturesneandiffer-
ent things: for example,with the robots,an arrav is used
to indicateorientation(“Robot one,facethis direction”) or
direction(“Move thisway”).

EmergencyResponseSystem

Another systemfor which a map-basednterfacehasbeen
usefulis a prototypesystemof pen-basedhobile computing
units for usein the field by teamsrespondingo a disaster
suchasan earthquake.In this system,a databasef maps
is available on eachmobile unit (to avoid having to down-
load sizablebitmaps),but information aboutspecificloca-
tionsandstructuress storedn acentralizedsetof databases.
This information canbe retrieved and/orupdatedas appro-
priateby eachmobile unit. The centralizeddatabasesener
alsoreceves updatesrom hospitalsand clinics asto their
statuscapacity andpatientsbeingtreated.

For example,asa responseéeamlearnsthe conditionof the
streetsaandstructuresn its region, it is ableto recordthisin-
formationon the map-basedhterface usingpoint-and-click
in combinationwith handwritingor typing, andthenupload
the datato the centraldatabaseswWhena streetor structure
is foundto be unsafe thatinformationcanbe relayedto all
mobileunits.

In the casein which aninjured personis found, the system
allowsfor theentryof somebasicfactsabouttheinjury. Fol-
lowing that, an agentoperatingon the centralsener makes
adeterminatiorof whathospitalor clinic would be mostap-
propriatefor the personbasedn currentstatusreports,and
this recommendatiors thenreturnedo theresponse¢eam.
This system has both Japanese-languagend English-
languagenterfaces.

CONCLUSIONS

The OAA hasprovento be usefulin constructingsophisti-
catedsystemsecauseét providesthe flexibility to combine
applicationsthat were not originally envisionedas a pack-
age. The OAA differs from muchof the otherresearcton
distributedagentdn its focuson providing multimodaluser
interfacedo systemsassembledrom disparateagents.This
focusresultsin atradeof which is a majorlimitation of this



architecture:while the Facilitator agentis key to coopera-
tion betweenndependenthdevelopedagentsit is a poten-
tial bottleneckin systemswvhereagentsneedhigh-volume,
low-delayinteractiongdiscussedn TheFacilitator Agen}.

In oneexisting application(andoneunderconsideration)a
compositeapproachhasprovided a viable solutionfor this

limitation.
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